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Figure 2.4. The detailed structure of the four basic dataset types.

2.4.1 Tables

Many datasets come in the form of tables that are made up of
rows and columns, a familiar form to anybody who has used a
spreadsheet. In this chapter, I focus on the concept of a table as
simply a type of dataset that is independent of any particular visual
representation; later chapters address the question of what visual
representations are appropriate for the different types of datasets.

! Chapter 7 covers how to
arrange tables spatially.

For a simple flat table, the terms used in this book are that each
row represents an item of data, and each column is an attribute of
the dataset. Each cell in the table is fully specified by the com-
bination of a row and a column—an item and an attribute—and
contains a value for that pair. Figure 2.5 shows an example of
the first few dozen items in a table of orders, where the attributes
are order ID, order date, order priority, product container, product
base margin, and ship date.

A multidimensional table has a more complex structure for in-
dexing into a cell, with multiple keys.

! Keys and values are
discussed further in Sec-
tion 2.6.1.

26 2. What: Data Abstraction

20

Fieldattribute

item cell

Figure 2.5. In a simple table of orders, a row represents an item, a column rep-
resents an attribute, and their intersection is the cell containing the value for that
pairwise combination.

2.4.2 Networks and Trees

The dataset type of networks is well suited for specifying that there
is some kind of relationship between two or more items.! An item in

! A synonym for networks
is graphs. The word graph
is also deeply overloaded in
vis. Sometimes it is used
to mean network as we dis-
cuss here, for instance in
the vis subfield called graph
drawing or the mathemat-
ical subfield called graph
theory. Sometimes it is
used in the field of statisti-
cal graphics to mean chart,
as in bar graphs and line
graphs.

a network is often called a node.! A link is a relation between two

! A synonym for node is
vertex.

items.! For example, in an articulated social network the nodes

! A synonym for link is
edge.

are people, and links mean friendship. In a gene interaction net-
work, the nodes are genes, and links between them mean that
these genes have been observed to interact with each other. In a
computer network, the nodes are computers, and the links repre-
sent the ability to send messages directly between two computers
using physical cables or a wireless connection.

Network nodes can have associated attributes, just like items in
a table. In addition, the links themselves could also be considered
to have attributes associated with them; these may be partly or
wholly disjoint from the node attributes.

A multidimensional table has a 
more complex structure for indexing 
into a cell, with multiple keys. 

Tamara Munzner
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Multivariate Data

! Data that does not generally have an explicit spatial attribute 


! Point-Based Techniques


! Project records from an n-dimensional data space to an arbitrary k-dimensional 

display space, such that data records map to k-dimensional points. (e.g. Scatterplots)


! Line-Based Techniques 


" Points corresponding to a particular record or dimension are linked together with 

straight or curved lines. (e.g. Line Graphs, Parallel Coordinates)


! Region-Based Techniques 


" Filled polygons are used to convey values, based on their size, shape, color, or other 

attributes. (e.g. Bar Charts/Histograms)
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Multivariate Data: Point-Based Techniques

! Scatterplots and Scatterplot Matrices 


! Their success stems from our innate abilities to judge relative position within a 

bounded space 


! As the dimensionality of the data increases, the choices for visual analysis consist of: 


! dimension subsetting (user selection or algorithm based suggestion);


! dimension embedding (mapping dimensions to other graphical attributes besides position, 

such as color, size, and shape);


! multiple displays (either superimposed or juxtaposed - e. g. scatterplot matrix);


! dimension reduction (to transform the high-dimensional data to data of lower dimension).

8
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Multivariate Data: Point-based Techniques

! Scatterplots
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! Scatterplots
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! Scatterplots
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! Scatterplots
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! Scatterplots
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Multivariate Data: Point-based Techniques

! Scatterplots 

Matrix

14

https://archive.ics.uci.edu/ml/datasets/iris

https://archive.ics.uci.edu/ml/datasets/iris
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Scatter matrix (in Python)
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Scatter Matrix (in Tableau)
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Scatter Matrix (in Tableau)
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Multivariate Data: Point-Based Techniques

! In situations where the dimensionality of the data exceeds the capabilities of 

the visualization technique. It is necessary to investigate ways to reduce the 

data dimensionality, while at the same time preserving, as much as possible, 

the information contained within.


! Principal Component Analysis (PCA) - read more and see this implementation


! Multidimensional Scaling (MDS) - read more and more


! Non-linear dimension reduction techniques:


" Self-organizing Maps (SOMs) - read more


" Local Linear Embeddings (LLE) - read more


" t-distributed Stochastic Neighbor Embedding (t-SNE) - read more

29

http://www.cs.otago.ac.nz/cosc453/student_tutorials/principal_components.pdf
https://www.analyticsvidhya.com/blog/2016/03/practical-guide-principal-component-analysis-python/
https://en.wikipedia.org/wiki/Multidimensional_scaling
http://documents.software.dell.com/Statistics/Textbook/Multidimensional-Scaling
https://en.wikipedia.org/wiki/Self-organizing_map
https://www.cs.nyu.edu/~roweis/lle/papers/lleintro.pdf
https://en.wikipedia.org/wiki/T-distributed_stochastic_neighbor_embedding
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Principal Component Analysis (PCA)
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https://en.wikipedia.org/wiki/Principal_component_analysis

https://en.wikipedia.org/wiki/Principal_component_analysis
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Principal Component Analysis (PCA)
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http://www.nlpca.org/pca_principal_component_analysis.html

http://www.nlpca.org/pca_principal_component_analysis.html
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Multidimensional scaling (MDS)

! Projecting M points in N dimensions into L dimensions (L=2 or 3) display space.


! The key goal is to attempt to maintain the N-dimensional features and characteristics of the data through 

the projection process, e.g., relationships that exist in the original data must also exist after projection.


" The projection may also unintentionally introduce artifacts that may appear in the visualization and are not 

present in the data. 

1. Create a Similarity M x M Matrix (D) (could be distance)


2. Create a coordinates Matrix M x L and fill randomly or other method (ex: PCA)


3. Create an M x M matrix (L) based on L coordinates. Also a similarity matrix.


4. Repeat


1. Compute the stress matrix S (an M x M Matrix), as the difference between D and L.


2. Shift the positions of points in L-dimensional space (their L coordinates) in a direction that will reduce their 

individual stress levels.


5. Until S is small or has not changed significantly

32
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Multidimensional scaling (MDS)

! Projecting M points in N dimensions into L dimensions (L=2 or 3) display space.
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Multidimensional scaling (MDS)

! There are many possible variants on this algorithm, including:


" Different similarity and stress measures


" Different initial and termination conditions


" Different position update strategies


! As in any optimization process, there is the potential to fall into a local 

minimal configuration that still has a high level of stress.


" Common strategies to alleviate this include occasionally adding a random jump in 

the position of a point to see if it will converge to a different location


! Obviously, the results are not unique: minor changes in the starting 

conditions can lead to dramatically different results.

34
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Multivariate Data: Point-Based Techniques

! Iris flower data set

35

Iris setosa

Iris versicolor Iris virginica
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Multivariate Data: Point-based Techniques
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Iris setosa

Iris versicolor

Iris virginica
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! Iris data set projected using MDS

Multivariate Data: Point-Based Techniques
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Multivariate Data: Point-Based Techniques

! In situations where the dimensionality of the data exceeds the capabilities of 

the visualization technique. It is necessary to investigate ways to reduce the 

data dimensionality, while at the same time preserving, as much as possible, 

the information contained within.


! Principal Component Analysis (PCA) - read more and see this implementation


! Multidimensional Scaling (MDS) - read more and more


! Non-linear dimension reduction techniques:


" Self-organizing Maps (SOMs) - read more


" Local Linear Embeddings (LLE) - read more


" t-distributed Stochastic Neighbor Embedding (t-SNE) - read more
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http://www.cs.otago.ac.nz/cosc453/student_tutorials/principal_components.pdf
https://www.analyticsvidhya.com/blog/2016/03/practical-guide-principal-component-analysis-python/
https://en.wikipedia.org/wiki/Multidimensional_scaling
http://documents.software.dell.com/Statistics/Textbook/Multidimensional-Scaling
https://en.wikipedia.org/wiki/Self-organizing_map
https://www.cs.nyu.edu/~roweis/lle/papers/lleintro.pdf
https://en.wikipedia.org/wiki/T-distributed_stochastic_neighbor_embedding
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Applying to iris data set 
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Link
Using global t-SNE to preserve inter-cluster data structure

https://www.researchgate.net/figure/Clustering-for-Iris-flower-data-set-using-MDS-t-SNE-and-g-SNE-with-three-repeats-Three_fig2_325374490
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Multivariate Data: Point-based Techniques

! RadViz: is a force-driven point layout technique that is based on Hooke-s Law for equilibrium.


! For an N-dimensional data set, N anchor points are placed on the circumference of the circle 

to represent the fixed ends of the N springs attached to each data point.


! Different placement and ordering of the anchors will give different results, and points that are 

quite distinct in N dimensions may map to the same location in 2D. 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DIMENSIONAL ANCHORS: A GRAPHIC PRIMITIVE FOR 
MULTIDIMENSIONAL MULTIVARIATE INFORMATION 
VISUALIZATIONS, Patrick Hoffman, Georges G. Grinstein

Visualizing Multivariate Data with Radviz

https://en.wikipedia.org/wiki/Hooke's_law
https://cran.r-project.org/web/packages/Radviz/vignettes/single_cell_projections.html
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Multivariate Data: Point-based Techniques

! RadViz: different views of the same data set in RadViz, using manual 

reordering of dimensions.
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Multivariate Data: Point-based Techniques

! RadViz: different views of the same data set in RadViz, using manual 

reordering of dimensions.
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Multivariate Data: Point-based Techniques

! RadViz: different views of the same data set in RadViz, using manual 

reordering of dimensions.
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Multivariate Data: Line-Based Techniques
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Line Graphs
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Multivariate Data: Line-Based Techniques

! When Superimpose?


! When Order?


" Not possible


" Possible but ….

54
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Multivariate Data: Line-based Techniques

! Parallel Coordinates

55

http://bl.ocks.org/syntagmatic/raw/3150059/

http://bl.ocks.org/syntagmatic/raw/3150059/
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Parallel Coordinates (||-coords or PCP)

! Inselberg in 1985

56

State of the Art of Parallel Coordinates

J. Heinrich and D. Weiskopf 
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Parallel Coordinates (||-coords or PCP)

57

State of the Art of Parallel Coordinates

J. Heinrich and D. Weiskopf 
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Parallel Coordinates (||-coords or PCP)
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State of the Art of Parallel Coordinates

J. Heinrich and D. Weiskopf 



http://bl.ocks.org/syntagmatic/raw/3150059/

http://bl.ocks.org/syntagmatic/raw/3150059/
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Parallel Coordinates (||-coords or PCP)

! Check https://eagereyes.org/techniques/parallel-coordinates


! Check https://syntagmatic.github.io/parallel-coordinates/


! See the video: https://youtu.be/ypc7Ul9LkxA

60

State of the Art of Parallel Coordinates

J. Heinrich and D. Weiskopf 

https://eagereyes.org/techniques/parallel-coordinates
https://syntagmatic.github.io/parallel-coordinates/
https://youtu.be/ypc7Ul9LkxA
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Parallel Coordinates (||-coords or PCP)

! Check https://eagereyes.org/techniques/parallel-coordinates


! Check https://syntagmatic.github.io/parallel-coordinates/


! See the video: https://youtu.be/ypc7Ul9LkxA
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State of the Art of Parallel Coordinates

J. Heinrich and D. Weiskopf 

https://eagereyes.org/techniques/parallel-coordinates
https://syntagmatic.github.io/parallel-coordinates/
https://youtu.be/ypc7Ul9LkxA
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Parallel Coordinates (||-coords or PCP)

! Check https://eagereyes.org/techniques/parallel-coordinates


! Check https://syntagmatic.github.io/parallel-coordinates/


! See the video: https://youtu.be/ypc7Ul9LkxA
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State of the Art of Parallel Coordinates

J. Heinrich and D. Weiskopf 

https://eagereyes.org/techniques/parallel-coordinates
https://syntagmatic.github.io/parallel-coordinates/
https://youtu.be/ypc7Ul9LkxA
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Parallel Coordinates (||-coords or PCP)

! Check https://eagereyes.org/techniques/parallel-coordinates


! Check https://syntagmatic.github.io/parallel-coordinates/


! See the video: https://youtu.be/ypc7Ul9LkxA
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State of the Art of Parallel Coordinates

J. Heinrich and D. Weiskopf 

https://eagereyes.org/techniques/parallel-coordinates
https://syntagmatic.github.io/parallel-coordinates/
https://youtu.be/ypc7Ul9LkxA
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Parallel Coordinates (||-coords or PCP)

! A brief tutorial on ||-coords (https://eagereyes.org/techniques/parallel-

coordinates) 


! A D3 library (https://syntagmatic.github.io/parallel-coordinates/)


! Some very special videos, from Alfred Inselberg’s tutorial at iV 2016, at Lisbon 

(FB and Twitter):


" Part1 


" Part 2 


" Part 3

64

https://eagereyes.org/techniques/parallel-coordinates
https://eagereyes.org/techniques/parallel-coordinates
https://syntagmatic.github.io/parallel-coordinates/
https://www.facebook.com/iv16lisbon/
https://twitter.com/iv16lisbon
https://drive.google.com/file/d/0BwI8kVT0FMJdMHo3UGV6Vk94Mms/view?usp=sharing
https://drive.google.com/file/d/0BwI8kVT0FMJdT0ZxeXNnY3pteTA/view?usp=sharing
https://drive.google.com/file/d/0BwI8kVT0FMJdT2JrVkliSU43MWs/view?usp=sharing
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Multivariate Data: Line-Based Techniques

! Radial Axis Techniques 


! circular line graph;


! polar graphs: point plots using polar coordinates; 


! circular bar charts: like circular line graphs, but plotting bars on the base line; 


! circular area graphs: like a line graph, but with the area under line filled in with a color 

or texture; 


! circular bar graphs: with bars that are circular arcs with a common center point and 

base line. 

65
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Multivariate Data: Line-Based Techniques
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Multivariate Data: Line-Based Techniques
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https://brilliant.org/wiki/polar-curves/

polar graphs - point plots using polar coordinates
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Multivariate Data: Line-Based Techniques
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circular bar charts: like circular line graphs, but plotting bars on the base line
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Multivariate Data: Line-Based Techniques
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https://datavizcatalogue.com/methods/radial_bar_chart.html

circular bar charts: like circular line graphs, but plotting bars on the base line

https://datavizcatalogue.com/methods/radial_bar_chart.html
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Multivariate Data: Line-Based Techniques
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circular bar graphs: with bars that are circular arcs with a common center point and base line. 

https://www.r-graph-gallery.com/circular-barplot/

https://www.r-graph-gallery.com/circular-barplot/
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Multivariate Data: Region-Based Techniques

! Bar Charts and Area Charts
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Multivariate Data: Region-Based Techniques

! Bar Charts/ and Area Charts
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Multivariate Data: Region-Based Techniques

! Histogram for continuous variables 
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Multivariate Data: Region-Based Techniques

! Tree Maps 
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Multivariate Data: Region-Based Techniques

! Stacked Bubbles 

92
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! Tabular Displays 


" Heatmaps are created by displaying the table of record values using color rather than 

text. All data values are mapped to the same normalized color space, and each is 

rendered as a colored square or rectangle.

Multivariate Data: Region-Based Techniques

94
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Multivariate Data: Region-Based Techniques
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Visualization Techniques for Multivariate Data - 

! table lens combines all these ideas and includes a level-of-detail mechanism for providing 

panning and zooming capabilities to display whole table views, while still providing some detail 

through local table lenses

Multivariate Data: Region-Based Techniques

98
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Multivariate Data: Region-Based Techniques

! Dimensional Stacking


" Begin with data of dimension 2N + 1 (for an even number of dimensions there would be 

an additional implicit dimension of cardinality one). 


" Select a finite cardinality/discretization for each dimension.


" Choose one of the dimensions to be the dependent variable. The rest will be 

considered independent


" Create ordered pairs of the independent dimensions (N pairs) and assign to each pair a 

unique value (speed) from 1 to N. 


" The pair corresponding to speed 1 will create a virtual image whose size coincides with 

the cardinality of the dimensions (the first dimension in the pair is oriented horizontally, 

the second vertically).

100
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! Dimensional Stacking


" Create ordered pairs of the independent dimensions (N pairs) and assign to each pair a 

unique value (speed) from 1 to N. 


" The pair corresponding to speed 1 will create a virtual image whose size coincides with 

the cardinality of the dimensions (the first dimension in the pair is oriented horizontally, 

the second vertically).

Multivariate Data: Region-Based Techniques
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d1,. . . , d6 have cardinalities 4, 5, 2, 3, 3, and 6, respectively 

304 8. Visualization Techniques for Multivariate Data

8.3.3 Dimensional Stacking

Dimensional stacking is a method developed by LeBlanc et al. [266] for map-
ping data from a discrete N -dimensional space to a two-dimensional image
in a manner that minimizes the occlusion of data, while preserving much of
the spatial information. Briefly, the mapping is performed as follows: begin
with data of dimension 2N + 1 (for an even number of dimensions there
would be an additional implicit dimension of cardinality one). Select a finite
cardinality/discretization for each dimension. Choose one of the dimensions
to be the dependent variable. The rest will be considered independent.

Create ordered pairs of the independent dimensions (N pairs) and assign
to each pair a unique value (speed) from 1 to N . The pair corresponding to
speed 1 will create a virtual image whose size coincides with the cardinality
of the dimensions (the first dimension in the pair is oriented horizontally,
the second vertically). At each position of this virtual image, create another
virtual image to correspond to dimensions of speed 2, again whose size is
dependent on the cardinality of the dimensions involved. Repeat this process
until all dimensions have been embedded. In this manner, every location
in the discrete high-dimensional space has a unique location in the two-
dimensional image resulting from the mapping. The concept of the speed of
a dimension can best be likened to the digits on an odometer, where digits
cycle through their values at different rates.

The value of the dependent variable at the location in the high-dimensional
space is then mapped to a color/intensity value at that location in the two-
dimensional image. This embedding process is illustrated in Figure 8.18 with
a six-dimensional data set, where dimensions d1,. . . , d6 have cardinalities
4, 5, 2, 3, 3, and 6, respectively. For clarity, we have not displayed the values
associated with a dependent variable, which would be the seventh dimension
and would dictate the colors in the smallest grid locations. Figure 8.19 is an
example of a dimensional stacking visualization.

Figure 8.18. Conceptualization of dimensional stacking; collapsing six dimensions into two

dimensions.
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Multivariate Data: Region-Based Techniques

! Dimensional Stacking

102

8.3. Region-Based Techniques 305

Figure 8.19. An example of 4D data visualized using dimensional stacking. The data consists

of drill-hole data, with three spatial dimensions, and the ore grade as the fourth

dimension.

Dimensional stacking is basically a 2D extension of a technique developed
by Mihalisin et al. [291], which involves graphing scalar fields in multiple
dimensions. Their technique consists of embedding graphs in a recursive
fashion, using color and baseline displacement to indicate steps in the slower
dimensions. The major differences between the techniques are the use of
intensity/color instead of location for the data/graphic mapping (thus per-
mitting a significant increase in information presentation in exchange for a
reduction in quantitative perception) and the display of data sets instead
of functions. A 3D version of embedded dimensions has also been explored
by Feiner and Beshers [119] in a technique referred to as “Worlds within
Worlds.”

Dimensional stacking can be viewed as an N -dimensional histogram if
the color of a cell is set proportional to the number of data values that
map to it. The technique nicely captures the occupancy and distribution
of a high-dimensional data space, although as the dimensionality or number
of bins per dimension increases, the percentage of the space that is empty
also increases (the so-called “curse of dimensionality”). Another powerful
use of this technique is in presenting the results of simulations involving a
significant number of input parameters. By mapping the input parameters
to the mapping dimensions and the evaluation metrics to color, an analyst
can examine large collections of simulations to ascertain which parameter
settings lead to good results. This use of dimensional stacking was reported
recently by John Langton and his colleagues [264].
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8.3. Region-Based Techniques 305

Figure 8.19. An example of 4D data visualized using dimensional stacking. The data consists

of drill-hole data, with three spatial dimensions, and the ore grade as the fourth

dimension.

Dimensional stacking is basically a 2D extension of a technique developed
by Mihalisin et al. [291], which involves graphing scalar fields in multiple
dimensions. Their technique consists of embedding graphs in a recursive
fashion, using color and baseline displacement to indicate steps in the slower
dimensions. The major differences between the techniques are the use of
intensity/color instead of location for the data/graphic mapping (thus per-
mitting a significant increase in information presentation in exchange for a
reduction in quantitative perception) and the display of data sets instead
of functions. A 3D version of embedded dimensions has also been explored
by Feiner and Beshers [119] in a technique referred to as “Worlds within
Worlds.”

Dimensional stacking can be viewed as an N -dimensional histogram if
the color of a cell is set proportional to the number of data values that
map to it. The technique nicely captures the occupancy and distribution
of a high-dimensional data space, although as the dimensionality or number
of bins per dimension increases, the percentage of the space that is empty
also increases (the so-called “curse of dimensionality”). Another powerful
use of this technique is in presenting the results of simulations involving a
significant number of input parameters. By mapping the input parameters
to the mapping dimensions and the evaluation metrics to color, an analyst
can examine large collections of simulations to ascertain which parameter
settings lead to good results. This use of dimensional stacking was reported
recently by John Langton and his colleagues [264].
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8.3. Region-Based Techniques 305

Figure 8.19. An example of 4D data visualized using dimensional stacking. The data consists

of drill-hole data, with three spatial dimensions, and the ore grade as the fourth

dimension.

Dimensional stacking is basically a 2D extension of a technique developed
by Mihalisin et al. [291], which involves graphing scalar fields in multiple
dimensions. Their technique consists of embedding graphs in a recursive
fashion, using color and baseline displacement to indicate steps in the slower
dimensions. The major differences between the techniques are the use of
intensity/color instead of location for the data/graphic mapping (thus per-
mitting a significant increase in information presentation in exchange for a
reduction in quantitative perception) and the display of data sets instead
of functions. A 3D version of embedded dimensions has also been explored
by Feiner and Beshers [119] in a technique referred to as “Worlds within
Worlds.”

Dimensional stacking can be viewed as an N -dimensional histogram if
the color of a cell is set proportional to the number of data values that
map to it. The technique nicely captures the occupancy and distribution
of a high-dimensional data space, although as the dimensionality or number
of bins per dimension increases, the percentage of the space that is empty
also increases (the so-called “curse of dimensionality”). Another powerful
use of this technique is in presenting the results of simulations involving a
significant number of input parameters. By mapping the input parameters
to the mapping dimensions and the evaluation metrics to color, an analyst
can examine large collections of simulations to ascertain which parameter
settings lead to good results. This use of dimensional stacking was reported
recently by John Langton and his colleagues [264].
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Figure 8.19. An example of 4D data visualized using dimensional stacking. The data consists

of drill-hole data, with three spatial dimensions, and the ore grade as the fourth

dimension.

Dimensional stacking is basically a 2D extension of a technique developed
by Mihalisin et al. [291], which involves graphing scalar fields in multiple
dimensions. Their technique consists of embedding graphs in a recursive
fashion, using color and baseline displacement to indicate steps in the slower
dimensions. The major differences between the techniques are the use of
intensity/color instead of location for the data/graphic mapping (thus per-
mitting a significant increase in information presentation in exchange for a
reduction in quantitative perception) and the display of data sets instead
of functions. A 3D version of embedded dimensions has also been explored
by Feiner and Beshers [119] in a technique referred to as “Worlds within
Worlds.”

Dimensional stacking can be viewed as an N -dimensional histogram if
the color of a cell is set proportional to the number of data values that
map to it. The technique nicely captures the occupancy and distribution
of a high-dimensional data space, although as the dimensionality or number
of bins per dimension increases, the percentage of the space that is empty
also increases (the so-called “curse of dimensionality”). Another powerful
use of this technique is in presenting the results of simulations involving a
significant number of input parameters. By mapping the input parameters
to the mapping dimensions and the evaluation metrics to color, an analyst
can examine large collections of simulations to ascertain which parameter
settings lead to good results. This use of dimensional stacking was reported
recently by John Langton and his colleagues [264].
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Visualization Techniques for Multivariate Data - 

Multivariate Data: Combinations of Techniques

! Glyphs and Icons


! Dense Pixel Displays 


! Many others 
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Multivariate Data: Combinations of Techniques

! Glyphs and Icons 
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Interactive Data Visualization

Further Reading and Summary
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Visualization Techniques for Multivariate Data - 

Further Reading
! Recommend Readings


" Interactive Data Visualization: Foundations, Techniques, and Applications, Matthew O. Ward 

et all, 2015, pages 285-314.


! Supplemental readings:


" Visualization Analysis & Design , Tamara Munzner, Chapter 7
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Visualization Techniques for Multivariate Data - 

What you should know
! Point based techniques


" Classical point base techniques have a limited dimensionality - Scatter based


" Dimension reduction or selection for data viz


! Line based


" Classical line based


" Radial Axis Techniques 


" Parallel coordinates techniques and related stuff


! Region based


" Reordering the data in graphical tables


! Combination Techniques


" Dense


! Glyphs
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